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HPC-CONEXS provides access to HPC resources 

• Access to UK National Supercomputing Service ARCHER2 (Tier 1)

• Access to NI-HPC UK Tier-2 Centre, Kelvin-2 HPC system

European Tier system of HPC
• Tier 3, local resources
• Tier 2, regional centres
• Tier 1, national centres
• Tier 0, European centres



ARCHER2 

• Since October 2021, full ARCHER2 system online
• Capability resource for very large parallel jobs

• HPE Cray EX supercomputing system
• 28 PFLOP/s, AMD EPYC Zen2 (Rome), 2.2GHz
• 5,848 nodes (each with 128 cores)
• 748,544 cores

funded by
Currently #39 in Top500 list of HPC systems (top500.org, Nov 2023)
Biggest European HPC: LUMI is #5
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Software Specifications
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• Operating system: HPE Cray Linux Environment (based on SLES 15)
• Scheduler: Slurm configured to be node exclusive (smallest unit of resource is a full node)
• Compilers:

• HPE Cray Compiling Environment (CCE)
• GNU Compiler Collection (GCC)
• AMD Optimizing Compiler Collection (AOCC)

• Parallel libraries:
• MPI: HPE Cray MPICH2
• HPE Cray OpenSHMEM
• Global Arrays Toolkit

• HPE Cray scientific and numerical libraries:
• HPE Cray LibSci: BLAS, LAPACK, ScaLAPACK
• FFTW 3
• NetCDF
• HDF5



ARCHER2 online resources
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https://docs.archer2.ac.uk/https://www.archer2.ac.uk/



ARCHER2 Training Courses
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https://www.archer2.ac.uk/
training/courses/

ARCHER2
Youtube Channel



ARCHER2 CPU time accounting

1CU = 128 CPUh, 1h on 128 cores

Typical 6-month allocation requests would be between 
1000 – 50,000 CU

The request needs to briefly describe the scientific objectives 
and provide a breakdown and justification of the requested 
resources.

For an ARCHER2 use case, your code should show ideal scaling 
to 128 cores and beyond (ideally more than 1 node) 

Unused CUs are lost at the end of the 6 month period

Currently applications are rolling, ie. accepted at any time
9
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Speedup scaling graph of FHI-aims

peroxide-terminated diamond supercell 

system with 288 atoms in periodic 

boundary conditions for a ground state 

calculation at the gamma-point with up to 

4096 CPU cores on Archer2.

Do I have a use case for ARCHER2?



How to get access
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https://safe.epcc.ed.ac.uk/

https://epcced.github.io/
safe-docs/
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Request access to CONEXS/ARCHER2
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WARNING: multi-factor authentication (MFA) required

Use authenticator app on your phone
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• ARCHER2 runs Linux: the HPE Cray Linux Environment
• You’ll find yourself in your $HOME directory, in my case:
/home/e772/e772/rjmaurer3/

• Your calculations should be done on your 
/work directory

/work/e772/e772/rjmaurer3/

• Installed software is available via module environments

Logging in…



Existing modules for DFT/XPS/XAS simulations

CP2K

CASTEP

FHI-aims

Quantum Espresso

VASP

ORCA

NWChem
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All described on docs.archer2.ac.uk
For some, you will need to request licensed access via your SAFE account



21



Questions?
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Important, when publishing research that has benefited from ARCHER2 and 
HPC-CONEXS, please add following acknowledgement

“We acknowledge computational resources from ARCHER2 UK National 
Computing Service which was granted via HPC-CONEXS, the UK High-
End Computing Consortium (EPSRC grant no. EP/X035514/1).”



NI-HPC Tier 2, Kelvin2

Access via EPSRC Tier 2 route for the whole CONEXS 
consortium

If you would like access, please request access via SAFE for 
project “Q10” and contact Tom or Sydnee

Ideal resource for smaller and medium-sized jobs (1-2 nodes, 
64 processes per node)

Offers substantial GPU resources for machine learning, data 
analysis, rendering tasks
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https://www.ni-hpc.ac.uk/

https://ni-hpc.github.io/nihpc-documentation

https://ni-hpc.github.io/nihpc-documentation/


Kelvin2
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https://ni-hpc.github.io/nihpc-documentation/Kelvin2%20Overview/

•ssh <username>@kelvin2.qub.ac.uk 
LOGIN:

Multi-factor authentication is also required



Questions?
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Important, when publishing research that has benefited from Kelvin2 and 
HPC-CONEXS, please add following acknowledgement

“We acknowledge computing resources from the Northern Ireland High 
Performance Computing (NI-HPC) service funded by EPSRC (EP/T022175) and 
provided via the EPSRC-funded UK High-End Computing Consortium HPC-
CONEXS (EP/X035514/1).”
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